Design flood estimation using model selection criteria
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ABSTRACT

The design flood is defined as the discharge value corresponding to an assigned non-exceedance probability, usually expressed in terms of the return period (e.g. Stedinger et al., 1992). The estimation of the design flood at gauged stations requires the choice and parameterization of an appropriate probabilistic model. Many probability distributions have been considered, in different situations, for this purpose. Classical examples include the Generalized Extreme Value, Gumbel and Frechet distributions, as well as the Gamma distribution and many others less frequently used (e.g. Kottegoda and Rosso, 1998).

Objective techniques for the choice of the most appropriate probabilistic model are needed to improve design flood estimation. The general issue of model selection was first studied by Akaike (1973), who introduced the principle of maximum entropy as the theoretical basis for model selection, and by Schwarz (1978) who, by developing a similar idea in a Bayesian context, proposed the Bayesian Information Criterion for model selection. Extensions of these methods include corrections to be used with small sample size (Hurvich and Tsai, 1989) and other generalizations (e.g., see Bozdogan, 1987; Konishi and Kitagawa, 1996; Wasserman, 2000).

In the recent years, some applications of model selection criteria within the frequency analysis of hydrological extremes have been proposed. Mutua (1994), Hache et al. (1999), Strupczewski et al. (2001, 2002) and Cahill (2003) applied the Akaike Information Criterion to single case studies, without however analyzing its properties for small samples. Moreover, a comparative evaluation with other criteria was not performed. Mitosek et al. (2006) applied three model discrimination procedures in order to identify the best fitting probability distribution. Nevertheless, the study considered only two-parameter distributions. Therefore, the ability of the model selection techniques to properly account for the principle of parsimony (Box and Jenkins, 1970) was not assessed.

In hydrology, the choice of the probabilistic model is often based on the use of L-moments plots (Vogel et al., 1993a,b; Hosking and Wallis, 1997) that can provide indications about the fitting capabilities of two-parameter (e.g., Di Baldassarre et al., 2006a) and three-parameter distributions (e.g., Onoz and Bayazit, 1995; Di Baldassarre et al., 2006b). Such approach, however, is not fully objective, because the goodness-of-fit provided by a distribution is often based only upon graphic visualization. Pandey et al. (2001) and Kroll and Vogel (2002) developed performance measures to overcome the problem induced by the subjective interpretation of the L-moment diagrams. However, how to compare the descriptive ability of distributions with different number of parameters still remains an open question. For example, two and three-parameter distributions are separately compared by Kroll and Vogel (2002).

Laio et al. (2008) carried out a systematic analysis of the performance of three model selection criteria, namely, the Akaike information criterion (AIC), the Bayesian information criterion (BIC) and the Anderson–Darling criterion (ADC), when applied to identify the best probabilistic model for fitting hydrological extremes. The
study pointed out that the criteria have a good capability to recognize the correct parent distribution that was used to generate the synthetic data samples, with a slight tendency towards the selection of two-parameter distributions.

This study aims at further developing the analysis carried out by Laio et al. (2008) by assessing how the estimation of the design flood can be effectively improved through the application of the three aforementioned model selection criteria (AIC, BIC, ADC). This is carried out through an extensive numerical analysis, where the performance of the three criteria is compared by using synthetic samples of data. In particular, the study makes reference to the typical conditions that are encountered within the flood frequency analysis, namely, small sample sizes and asymmetric distributions.

2. Model selection criteria

We consider a record $D$ with sample size $n$ of independent outcomes of the random variable $x$, $x_1 \leq x_2 \leq \ldots \leq x_n$. The record is sampled from an unknown parent distribution $f(x)$. The problem of model selection can be formalized as follows. $N_p$, probability distributions, $M_j$, $j = 1, \ldots, N_p$, that can be written in the form $M_j = g_j(x, \theta_j)$, with parameters $\theta_j$ estimated from the available data sample $D$, can be used to describe the probability distribution of $x$. The scope of model selection is to identify the model $M_{opt}$ which is better suited to represent the data, i.e., the model which is closer in some sense to the parent distribution $f(x)$.

Model selection criteria implicitly employ some notion of the principle of parsimony (Box and Jenkins, 1970) that is based on the analysis of the trade-off between bias and variance of the parameter estimates. In fact, it is well known that the bias of estimation decreases and the variance increases as the number of model parameters increases (Fig. 1, Burnham and Anderson, 2002). In this paper we consider three model selection criteria, namely the Akaike information criterion (AIC), the Bayesian information criterion (BIC) and the Anderson-Darling criterion (ADC). We refer to Laio et al. (2008) for a detailed description of the theoretical bases behind the three criteria, and report here only the essential information for an operative use of the criteria.

Akaike (1973) defined an information criterion that, for the candidate model $M_j$, can be written in the form:

$$AIC_j = -2 \ln(L_j(\hat{\theta})) + 2p_j,$$

where $p_j$ is the number of estimated parameters, and $L_j(\hat{\theta})$ is the likelihood function, $L_j(\hat{\theta}) = \prod_{i=1}^{n} g_j(x_i, \hat{\theta})$, evaluated at $\hat{\theta}$, where $\hat{\theta}$ is the maximum likelihood estimator of the parameters and $g_j(x, \theta)$ the probability density function (PDF). In practice, after the computation of the $AIC_j$ for all of the operating models, one selects the model with the minimum AIC value, $AIC_{\text{min}}$. One can see in Eq. (1) that the first and the second term in the right-hand side tend to decrease and increase, respectively, for increasing number of model parameters (Burnham and Anderson, 2002). This is necessary to assure the aforementioned trade-off between bias and variance according to the principle of parsimony (Box and Jenkins, 1970, Fig. 1).

The Bayesian information criterion (BIC) is based on the discrepancy between the model and the parent distribution in a Bayesian framework (Schwarz, 1978). BIC can be computed according to the following relationship:

$$BIC_j = -2 \ln(L_j(\hat{\theta})) + \ln(n)p_j.$$  \hspace{1cm} (2)

Model selection is performed by looking for the minimum BIC value. It turns out that the final form of this criterion is rather similar to that of AIC (see Eq. (1)), but one can see that the penalty due to the number of model parameters $p_j$ is multiplied by $0.5\ln(n)$. As a consequence, BIC leans more than AIC towards lower-dimensional models when there are at least eight available observations.

Several attempts to extend and generalize BIC have been made in the literature (e.g., Wasserman, 2000; Konishi and Kitagawa, 1996), but none of these seems to be particularly attractive when dealing with small samples and highly asymmetrical distributions, which is the usual case in hydrological applications.

We use a third model selection criterion, which is based on the use of the Anderson–Darling test statistic (e.g., Laio, 2004; Laio et al., 2008). The Anderson–Darling (Anderson and Darling, 1952) test has demonstrated good skills when applied to hydrology (e.g., Onoz and Bayazit, 1995; Laio, 2004; Viglione et al., 2007). We define the Anderson–Darling Criterion (ADC) as

$$ADC_j = 0.0403 + 0.116\left(\frac{\Delta_{ADJ} - 0.75}{\beta_j}\right)^{0.44}$$

if $1.2\xi_j \leq \Delta_{ADJ}$, \hspace{1cm} (3a)

$$ADC_j = \left[0.0403 + 0.116\left(\frac{0.2\xi_j}{\beta_j}\right)^{0.44}\right] \frac{\Delta_{ADJ} - 0.2\xi_j}{\xi_j}$$

if $1.2\xi_j > \Delta_{ADJ}$, \hspace{1cm} (3b)

where:

$$\Delta_{ADJ} = -n \frac{1}{n} \sum_{i=1}^{n} \left[2i - 1 \ln G_j(x_i, \hat{\theta}) + (2n + 1 - 2i) \ln \left[1 - G_j(x_i, \hat{\theta})\right]\right]$$

(3c)

and $\xi_j$, $\beta_j$, and $\eta$ are distribution-dependent coefficients that are tabulated by Laio (2004, Tables 3 and 5), for a set of seven distributions commonly employed for the frequency analysis of extreme events. In practice, after the computation of the $ADC_j$ for all of the operating models, one selects the model with the minimum ADC value. The principle of parsimony is in this case preserved by the fact that the coefficients $\xi_j$, $\beta_j$, and $\eta$ in Eq. (3a)-(3c) depend on the considered distribution (see Laio et al., 2008 for details).

3. Numerical analysis

The analysis is performed by means of Monte Carlo simulations by using as operational models $M_j$ a total of seven probability models commonly used in the frequency analysis of extreme events: four of these models (Gumbel or Extreme Value 1 (EV1) distribution, Normal (NORM) distribution, Generalized Extreme Value (GEV) distribution, Gamma or Pearson Type III (GAM) distribution) are defined in Table 1 in terms of their cumulative distribution function (CDF), $G_j(x, \theta)$, or probability density function (PDF),
Three other distributions, namely the Frechet or Extreme Value Type II (EV2) distribution, the two-parameter lognormal (LN) distribution, and the log-Pearson Type 3 (LP3) distribution, are obtained as log-transforms of the EV1, Normal, and Gamma distributions, respectively. The EV2, LN, and LP3 distributions are used as parent distribution in this study.

The probability models used as parent distribution in this study are the Gumbel or Extreme Value Type I (EV1), Normal or Gaussian (NORM), Generalized Extreme Value (GEV), and Gamma or Pearson Type III (GAM) distributions. These distributions are defined in Table 1, where the CDF or PDF function is also provided.

**Table 1**

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Acronym (parameters)</th>
<th>CDF or PDF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gumbel or Extreme Value type I</td>
<td>EV1 ($\theta_1, \theta_2$)</td>
<td>$G(x, \theta) = \exp \left[-\exp \left(-\frac{x - \theta_1}{\theta_2}\right)^{-\frac{1}{\theta_3}}\right]$</td>
</tr>
<tr>
<td>Normal or Gaussian</td>
<td>NORM ($\theta_1, \theta_2$)</td>
<td>$g(x, \theta) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[-\frac{(x - \mu)^2}{2\sigma^2}\right]$</td>
</tr>
<tr>
<td>Generalized Extreme value</td>
<td>GEV ($\theta_1, \theta_2, \theta_3$)</td>
<td>$G(x, \theta) = \exp \left[-\left(1 - \left(\frac{x - \theta_1}{\theta_3}\right)^{1/\theta_2}\right)^{-\frac{1}{\theta_3}}\right]$</td>
</tr>
<tr>
<td>Gamma or Pearson type III</td>
<td>GAM ($\theta_1, \theta_2, \theta_3$)</td>
<td>$g(x, \theta) = \frac{\theta_1}{\theta_2} \left(\frac{x}{\theta_2}\right)^{\theta_1-1} \exp \left(-\frac{x}{\theta_2}\right)$</td>
</tr>
</tbody>
</table>

In detail, the Monte Carlo experiment is structured as follows:

(a) One of the two complex probabilistic models (Table 2), with a specified set of parameters $\theta^*$, is set as parent distribution. The parameters are fixed and the “real” design flood value is estimated as the quantile corresponding to an assigned return period $T$.

(b) $f(x)$ is used for generating a sample of length $n$.

(c) The parameters of the seven approximating probabilistic models (Table 1) are estimated by using maximum likelihood (see e.g., Hosking and Wallis, 1997). For the GAM and GEV distributions, the maximum likelihood estimators do not exist or are not asymptotically efficient in few non-regular cases; in these cases we use Smith’s (1985) estimators instead of maximum likelihood estimators (see e.g., Hosking and Wallis, 1997) for details.

(d) The seven probabilistic models are used to estimate the design flood as the quantile corresponding to the assigned return period $T$.

(e) The Akaike information criterion, Bayesian information criterion and Anderson–Darling criterion (see Section 2) are calculated for each of the seven models, therefore obtaining the measures $AIC$, $BIC$, and $ADC_j$, $j = 1, \ldots, 7$. Each criterion will point out a potential optimal distribution, which is then used to estimate the design flood as the quantile corresponding to the assigned return period $T$.

(f) The relative error $\varepsilon$ is evaluated by comparing the true design flood (step a) with (1) the design flood estimated by using the seven probabilistic models and (2) the design flood provided by the model selected by each criterion.

(g) Steps (b)–(f) are repeated $m$ times.

In order to choose a specified set of parameters $\theta^*$ for the parent distribution that is used for generating the data, we refer to the large database of annual peak discharges pertaining to catchments located in the United Kingdom. The catalogue is distributed with the Flood Estimation Handbook (Institute of Hydrology, 1999) and it contains 1000 annual floods time series of varying length, from a minimum of 5 years to a maximum of 112 years. Fig. 2 shows the two L-moment ratio diagrams (see e.g., Hosking and Wallis, 1997) for the UK database and a second-order polynomial interpolating curve. We use this curve to define four points (A, B, C, and D, Fig. 2) characterized by an increasing L-skewness from 0.15 to 0.30 at steps of 0.05 (Fig. 2). By analysing Fig. 2 one can observe that there are many hydrometric stations characterised by a higher (or lower) L-skewness value. This was found to be mainly due to short sample lengths.

A first set of Monte Carlo experiments is characterized by taking $n = 50$, $m = 1000$, $T = 100$ and using KAP (Table 2) as the parent distribution. Therefore we focus on the estimation of the 100-year quantile using a sample size equal to 50. Each experiment is performed by using a set of parameters $\theta^*$ for the parent distribution such that the distribution L-moment ratios (Hosking and Wallis, 1997) match those of the four points A, B, C, and D (Fig. 2).

Fig. 3 reports the boxplots of the relative errors while Table 3 reports the percentage of cases when the relative error lies in the ranges $[–0.15, 0.25]$ and $[–0.05, 0.15]$ (good estimation percentage and optimal estimation percentage, respectively). These goodness-of-fit measures were used as an overestimation of the design flood is commonly preferable in practical applications.

Table 3 and Fig. 3 show that the fitting capabilities of the probability distributions depend on the statistical properties of the generated data sample, with some distributions performing very well for low L-skewness values, and very badly for large L-skewness values (e.g., the EV1 and LN distributions). Also, it is interesting to note the poor performance of EV2 distribution for low L-skewness values (e.g., the EV1 and LN distributions). Furthermore, two complex probabilistic models (four-parameter and five-parameter distributions) herein used as parent distribution (Kappa (KAP) distribution and Wakeby (WAK) distribution) are defined in Table 2.

**Table 2**

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Acronym (parameters)</th>
<th>CDF or Quantile function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kappa</td>
<td>KAP ($\theta_1, \theta_2, \theta_3, \theta_4$)</td>
<td>$G(x, \theta) = \left{1 - \theta_4 \left[1 - \exp \left(-\frac{\theta_3 - \theta_1}{\theta_2}\right)^{-\frac{1}{\theta_3}}\right]\right}^{1/\theta_4}$</td>
</tr>
<tr>
<td>Wakeby</td>
<td>WAK ($\theta_1, \theta_2, \theta_3, \theta_4, \theta_5$)</td>
<td>$x(G) = \theta_1 + \frac{\theta_5}{\theta_4} \left[1 - (1 - G)^{\theta_4}\right] + \frac{\theta_3}{\theta_2} \left[1 - (1 - G)^{\theta_2}\right]$</td>
</tr>
</tbody>
</table>
An exception is the GEV distribution, which gives good results, providing similar performance with respect to the three model selection techniques. This can be explained by considering that the parent distribution, KAP, includes the GEV distribution as a special case. We will return in the next paragraph to this point.

A second set of Monte Carlo experiments was performed by taking $n = 50$, $m = 1000$, $T = 100$ and by using WAK as parent distribution (Table 2). Each experiment is performed by using a set of parameters $\theta$ for the parent distribution such that the distribution L-moment ratios match those of the four points A, B, C and D (Fig. 1) and by assuming that $\theta_1 = 0$ (see Table 2). Table 4 reports the percentages of good and optimal estimation. It can be seen that the results obtained by using WAK as parent distribution (Table 4) are similar to the results obtained by using KAP (Table 3). However, the results obtained with the GEV distribution are now less satisfactory with respect to those obtained with the model selection techniques. The latter outcome confirms that the good perfor-

![Fig. 2. L-moment ratio diagrams for the UK database: 2nd-order polynomial approximating the data and 4 cases considered here (L-skewness equal to 0.15, 0.20, 0.25, 0.30).](image)

![Fig. 3. Relative error distribution (boxplots); Parent distribution: Kappa. The four panels correspond to KAP distributions with L-moments ratios matching those of the points A, B, C, and D, in Fig. 2.](image)
The performance of the GEV distribution during the first set of Monte Carlo experiments were partly due to using KAP as parent distribution. The results of Monte Carlo experiments demonstrate that the use of model selection criteria improves design flood estimation compared to blindly using a fixed probabilistic model. For instance, one can observe that (see row 6 of Tables 3 and 4) the average percentage of good estimation (optimal estimation) obtained with the probabilistic models is equal to around 52% (25%), while the average percentage of good estimation (optimal estimation) obtained with the three criteria is equal to around 66% (35%).

Finally, Fig. 4 reports the minimum, mean and maximum values of the percentage of optimal estimation obtained in the two sets of Monte Carlo experiments (Tables 3 and 4). Fig. 4 points out that all criteria are more robust to changes in the parent distribution parameters. In particular, NORM and EV2 perform very poorly, EV1, GAM and LN perform very badly for large L-skewness values (see also, row 4 Tables 3 and 4). Only GEV and LP3 have minimum values of the percentage of optimal estimation comparable to the criteria (Fig. 4). Nevertheless, all criteria outperform GEV and LP3 in terms of mean and maximum value of the percentage of optimal estimation (Fig. 4).

A last numerical experiment was performed by referring to a real world river basin, namely the Samoggia River (Northern Italy), for which 1000 years of synthetic hourly river flows were generated. The simulation of synthetic river flows was performed by first generating 1000 years of synthetic hourly temperature and rainfall data, by using stochastic models whose parameters have been previously calibrated (Brath et al., 2006). In detail, rainfall and temperature data were generated by using the multivariate Neyman–Scott model (Cowpertwait, 1996) and a linear stochastic process (Montanari et al., 1997), respectively. Therefore, using the above synthetic series as input to a rainfall–runoff model (Brath et al., 2006), 1000 years of river flows have been simulated, and the 1000 annual maxima have been extracted. The L-moment ratios of these synthetic flow data are equal to 0.459 (L-Cvariation), 0.271 (L-skewness), 0.121 (L-kurtosis).

The synthetic river flow series allowed us to evaluate the 100-year design flood $Q_{100}$ by using the empirical distribution function of the 1000 maximum values. Then, we extracted sub-samples of size $n$, with $n$ varying between 10 and 100 at steps of 10, from the series of the 1000 annual maximum peak flows. Finally, the three model selection criteria where applied to identify the best performing probability distribution. Fig. 5 shows the percentage error of the estimated 100-year design flood $Q_{100}$ by using the empirical distribution function of the 1000 maximum values. Then, we extracted sub-samples of size $n$, with $n$ varying between 10 and 100 at steps of 10, from the series of the 1000 annual maximum peak flows. Finally, the three model selection criteria where applied to identify the best performing probability distribution. Fig. 5 shows the percentage error of the estimated 100-year design flood $Q_{100}$ by using the empirical distribution function of the 1000 maximum values. Then, we extracted sub-samples of size $n$, with $n$ varying between 10 and 100 at steps of 10, from the series of the 1000 annual maximum peak flows. Finally, the three model selection criteria where applied to identify the best performing probability distribution. Fig. 5 shows the percentage error of the estimated 100-year design flood $Q_{100}$ by using the empirical distribution function of the 1000 maximum values.

**Table 3** Percentage of good (and optimal) estimation (%).

| A  | 99 (74) | 59 (12) | 81 (47) | 88 (56) | 3 (1) | 95 (63) | 82 (47) | 86 (58) | 85 (59) | 84 (55) |
| B  | 87 (38) | 32 (8)  | 68 (38) | 74 (39) | 4 (1) | 83 (43) | 69 (38) | 76 (39) | 73 (37) | 72 (38) |
| C  | 48 (11) | 20 (4)  | 64 (35) | 62 (28) | 22 (9) | 57 (21) | 65 (35) | 59 (26) | 52 (20) | 57 (25) |
| D  | 6 (2)   | 13 (5)  | 43 (21) | 28 (10) | 50 (31) | 21 (7)  | 43 (21) | 33 (18) | 35 (20) | 40 (21) |
| Mean| 52 (27) |         |         |         |       |         |         |         |         |         |

Parent distribution: Kappa.

**Table 4** Percentage of good (and optimal) estimation (%).

| A  | 85 (45) | 40 (9)  | 55 (32) | 88 (54) | 0 (0)  | 33 (15) | 67 (38) | 77 (44) | 71 (38) | 69 (40) |
| B  | 94 (66) | 47 (9)  | 74 (39) | 75 (34) | 4 (2)  | 65 (38) | 73 (38) | 74 (45) | 74 (47) | 73 (46) |
| C  | 63 (24) | 25 (7)  | 59 (29) | 63 (29) | 26 (14) | 63 (29) | 62 (30) | 69 (35) | 68 (35) | 66 (32) |
| D  | 41 (11) | 17 (4)  | 57 (30) | 49 (16) | 21 (11) | 56 (24) | 58 (30) | 59 (24) | 57 (22) | 56 (24) |
| Mean| 52 (25) |         |         |         |       |         |         |         |         |         |

Parent distribution: Wakeby.

**Fig. 4.** Minimum, mean and maximum values of the percentage of optimal estimation for the seven probabilistic models and the three model selection criteria obtained in the two sets of Monte Carlo experiments (Tables 3 and 4).

**Fig. 5.** Samoggia synthetic river flows: percentage of cases when the estimated 100-year design flood lies out the ranges $[0.85 Q_{100}–1.25 Q_{100}]$ (poor estimation) as a function of the sample size.
of cases for which the estimated 100-year design flood is not included in the range $[0.85Q_{100} - 1.25Q_{100}]$ (poor estimation percentage), depending on the sample size.

Fig. 5 shows that the three model selection criteria perform equally well, with an increasing efficiency with increasing sample size. Their performance is generally improved with respect to selecting always the EV1 and always the GEV, although one may note that better performance is obtained by selecting always the EV1 for very small sample sizes ($n = 10$ and $n = 20$). This result was expected and is due to the inefficiency of over-parameterized models (i.e., the GEV with respect to the EV1) in validation mode when dealing with very small sample sizes. Therefore Fig. 5 points out that applying a model selection criterion leads to a more efficient estimation of the 100-year quantile with respect to blindly using a candidate parent distribution, unless one suspects the potential presence of overfitting which may lead to prefer the choice of the more parsimonious model. It is interesting to note that if one uses a sample size equal to 100 year to estimate the 100-year design flood, by applying one of the model selection criteria the percentage of poor estimation is equal to around 20%, while using EV1 (or GEV) the percentage of poor estimation is equal to around 60% (or 80%).

4. Conclusions

The aim of the study was to investigate the capability of three model selection criteria, namely, the Akaike information criterion, the Bayesian information criterion, and the Anderson–Darling criterion, to improve the estimation of the so-called design flood. The criteria were tested through an extensive numerical analysis by referring to conditions that are frequently encountered within the flood frequency analysis; that is, small sample sizes and asymmetric distributions.

The results pointed out that all criteria give similar performance, although the Anderson–Darling criterion seems to perform better for increasing L-Skewness. Furthermore, it seems that the use of the criteria leads to a more efficient estimation of the flood quantile with respect to blindly using a candidate parent distribution among those considered within the present study.

Although the obtained results can not be considered completely conclusive, it turns out that model selection techniques are an interesting tool for flood frequency analysis as they are able to reduce the uncertainty in the estimation of the design flood.
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